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ABSTRACT 
In this document we report on the final prototype of cross-language recommendation 
engine. We present different experiments done on cross-lingual document 
representation methods through which we tried to improve the cross-lingual results of 
the recommendation engine as well as present other variations of the recommendation 
engines that are used in various X5GON services. A thorough analysis of the 
recommendation and user activity data collected through the X5GON Connect and 
Recommendation Plugin is presented, followed by the description of the new search 
engine developed by the user of Elasticsearch service. 
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1. INTRODUCTION 
In this document we report on the final prototype of the cross-language 
recommendation engine. The recommendation engine consists of methods that are 
both material- and user-based. While previous deliverables presented the 
implementation of the wikifier representation approach of the recommendation engine, 
in this document we focus on alternative methods that might improve the cross-lingual 
component of the recommender engine. Additionally, other versions of the 
recommendation engine were developed, each targeting to solve a different 
recommendation task. 

A thorough analysis of the collected recommendation and user activity data has also 
been performed. In the analysis, we have grouped the userôs based on their material 
interactions and learning patterns and tried to infer the reasoning of such patterns. 
With the analysis, we also tried to gain more insights in what could be useful for the 
users and how we could integrate this knowledge into the recommender engine. 

A new version of the search engine has also been developed. This engine employs 
the Elasticsearch service, which is a search and analytics engine. We took the OERs 
in the X5GON database and indexed them with Elasticsearch, as well as developed a 
service to enable the users sending search queries and getting relevant OERs. 

The remainder of the document is as follows. Section 2 presents the current state of 
the cross-language recommendation engine. Here, we present alternative methods 
used to try and improve the material-based cross-lingual recommendation engine, as 
well as present different variations of the recommendation engine integrated into 
different X5GON services, such as the Learning Analytics Machine and the X5Learn 
dashboard. Next, Section 3 presents a thorough analysis of the recommendation and 
user activity data acquired through the X5GON Connect and Recommender Plugin. 
The new version of the search engine is presented in Section 4, followed by the 
conclusion of the document in Section 5. 

 

 



 
 

P a g e  9 / 34 
 

 

2. CROSS-LANGUAGE RECOMMENDATION ENGINE 
In this section, we present different aspects of cross-language recommendation 
engines. In Section 2.1 we present the current state of cross-lingual document 
comparison methods and how we tried to improve them. Afterwards, Section 2.2 
presents other variations of the recommender engine and how they are used in the 
different X5GON services. 

2.1. CROSS-LINGUAL DOCUMENT COMPARISON 
When we talk about cross-lingual recommendations, what we have in mind is providing 
a list of OER materials which are relevant to the usersô interest (which in this case is 
the current material the user is consuming) and are in different languages. While 
identifying relevant materials can be done by standard machine learning methods, 
such as bag-of-word, TF-IDF, word embedding and document embeddings, finding 
relevant materials in different languages is more difficult ï this is due to the different 
characteristics and vocabulary of the languages.  

In this project, we have annotated materials with Wikipedia concepts [1] by using the 
Wikifier service. The usage of Wikipedia concepts for providing cross-lingual 
recommendations was already reported in the following deliverables: 

¶ Deliverable 4.1 ï Initial prototype of user modelling architecture, 

¶ Deliverable 4.2 ï Final prototype of user modelling architecture, 

¶ Deliverable 4.3 ï Early prototype of recommendation engine, and 

¶ Deliverable 4.4 ï Final prototype of recommendation engine. 

To summarize the reports, for each OER material we extract the relevant Wikipedia 
concepts via the Wikifier service. Afterwards, we create a bag-of-concepts 
representation (called wikifier representation) of the material. When a user is 
consuming a material, we take that materialôs representation and use the k-nearest 
neighbours algorithm to find the most similar materials. These materials are then 
formatted and returned as an ordered list to the user. 

Even though the materialôs wikifier representation provides good preliminary results, it 
does have the following drawback: 

Wikipedia concepts do not capture the whole meaning of the material. The 
extracted Wikipedia concepts provide a high-level overview of the materialôs content. 
This means that the concepts provide an abstract of the whole material, but do not 
provide any low-level (more specific) information about the material. 

For example, the extracted Wikipedia concepts of an OER describing different 
machine learning methods for providing recommendations, such as collaborative 
filtering and graph-based methods, might contain a high-level concept like machine 
learning, but would not necessarily find low-level concepts such as collaborative 
filtering. 

Because of this, we have explored other document representation methods using 
aligned word embeddings and multilingual language models to improve the cross-
lingual document comparison methods. In this section, we present the different 
approaches and results taken to try and improve the cross-lingual recommendations. 

2.1.1. Cross-Lingual Document Comparison Methods 
To better capture the materialôs meaning and its content ï and by extension possibly 
improve the recommendation engine ï we have employed two cross-lingual document 
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representation models; (a) aligned word embeddings, and (b) multilingual language 
models. 

2.1.1.1. Aligned word embeddings  
The word embedding methods map words or phrases from the vocabulary to a vector 
of real numbers. The mapping between the words and vectors is performed in such a 
way that words with similar meaning are mapped to vectors that are close to each 
other. Examples of such methods are word2vec [2], GloVe [3], and FastText [4]. 

In practice, word embeddings are trained on large corpuses that usually contain 
documents from a single language. To create cross-lingual word embeddings, one can 
take two word embedding models in different languages and align them based on the 
wordôs translations (i.e. the words ñdogò in English and ñHundò in German have similar 
vectors in the aligned vector space). These word embeddings are then called aligned 
word embeddings. One such method was presented by Joulin et al. [5] who also made 
the generated aligned word embeddings publicly available1. We employed these 
aligned word embeddings to try and improve the cross-lingual document 
representations. 

Methodology. For a given OER material, we have taken the extracted material content 
and used the corresponding language aligned word vector to create the document 
representation: 

ὺ
ρ

ȿὝȿ
ÁÌÉÇÎὸȟ

 ɴ

 

where Ὕ is the set of terms in the materialôs content, ὒ is the language of the material, 

and ÁÌÉÇÎὸ is the aligned word vector in language ὒ of the term ὸ. The hypothesis 
was that this method would embed materials with similar content close to each other 
(regardless of the materialôs language).  

2.1.1.2. Multilingual language models 
In recent years, language models such as BERT [6] and XLM [7] are being used for 
different NLP tasks, including generating cross- and multi-lingual word and sentence 
representations. Such models are readily available through Hugging Face2, a model 
repository for NLP, artificial intelligence and distributed systems. From this repository, 
we have employed the bert - base - multilingual - cased  model3, which was trained 

on cased text in the top 104 languages with the largest Wikipedias. 

Methodology. For a given OER material, we took the first 512 words of the material 
(512 is the upper input limit of the BERT model), tokenized it using the hugging faceôs 
library4, sent the tokens through the bert - base - multilingual - cased  model and 

used the vector representation of the special token [CLS]  (representing the start of 

the input text) as the materialôs representation. Note. The described methodology is 
the standard way of creating word and text embeddings when using BERT models. 

2.1.2. Method Evaluation 
To evaluate the above methods, we first took a sample of OER materials with its 
translations from the X5GON database. Then, for each material, we embedded the 

                                                
1 https://fasttext.cc/docs/en/aligned-vectors.html 
2 https://huggingface.co/ 
3 https://github.com/google-research/bert/blob/master/multilingual.md 
4 https://huggingface.co/transformers/installation.html 

https://fasttext.cc/docs/en/aligned-vectors.html
https://huggingface.co/
https://github.com/google-research/bert/blob/master/multilingual.md
https://huggingface.co/transformers/installation.html
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materialôs content and its translations using the above methodologies and compared 
the similarities of the embeddings for each material separately. In addition, we 
compared the results of the methodologies with the wikifier representations. 

We have found that the wikifier representations provided the best results. It was able 
to identify (to some extent) which translations correspond with which materials, while 
the aligned word embeddings and BERT had a strong bias towards same languages 
ï meaning texts that were in the same language were found to be more similar than to 
their translations. 

While the wikifier representation and aligned word embedding approaches used the 
full material content, the BERT approach used only the first 512 words of the material 
and its translations. Because of this, we are considering to revaluating and modifying 
the BERT method where we would split the whole material content into 512-word 
chunks, send them through the model and use the average the returned vectors as the 
material representation. Doing so, we would give all of the approaches the same 
amount of data to evaluate. 

In addition, the aligned word embedding approach requires to have the whole language 
models stored in RAM. This requires a lot of technical resources since the largest 
aligned word embedding models (such as English and German) require 5 GB of RAM 
space each. 

Evaluation Conclusion. Currently, the wikifier representations yield the best results 
for the task of finding similar materials across languages. We will continue to explore 
other possible ways of cross-lingual document representations for improving the cross-
lingual recommender engine.  

The current recommender engine (employing the wikifier representations) is available 
online5. 

2.2. OTHER VARIATIONS OF THE RECOMMENDATION ENGINE 
In the following sections, we present alternative recommendation methods that were 
integrated and used in various services such as the Learning Analytics Machine 
(section 2.2.1) and the X5Learn dashboard (section 2.2.2). 

2.2.1. LEARNING ANALYTICS MACHINE (NANTES) 
The Learning Analytics Machine offers an item based recommendation system 
alongsides a lot of several other learning analytics models and heuristics which can be 
accessed through the models REST API available at wp3.x5gon.org/lamapidoc. 
Mainly, as described in a brief explanation in the deliverable 3.3, section 3.2.8 
(recommendsystem endpoint), this recommendation system is based on the K-NN (K-
Nearest-Neighbors) models trained on the X5GON corpus. These K-NN models were 
trained with 3 possible OER representations. These are the alternative vectorial 
representations that we are able to compute on the OERs stored in X5GON database: 

ǒ Wikifier. The content is represented by the most relevant wikipedia concepts 

extracted using the Wikifier tool, which is based on the concepts wikipedia pages 

graph and the PageRank score and uses these to decide about concepts 

relevance. 

                                                
5 https://platform.x5gon.org/products/feed 

http://wp3.x5gon.org/lamapidoc
https://platform.x5gon.org/products/feed
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ǒ Tfidf. The content is represented by the most frequent terms extracted with the TF-

IDF algorithm.   

ǒ Doc2vec. The content is represented by a numeric representation computed by 

the Doc2vec algorithm (an extension of the word2vec-approach) aiming to describe 

the semantic relations towards the other resources in the corpus (in a similar way 

as a word in a text depends of its neighbour words). 

It is important to mention that these representations were computed based specifically 
on the English content of the OERs (either the transcription or the translation). 

How does it work? 
The endpoint takes an OER id as input and a model type to specify according to which 
vectorial representation we want to have the recommendation made. Then, a K-NN 
algorithm is executed on the suitable K-NN precomputed model to find out the nearest 
resources to the reference resource given as input, using the cosine distance applied 
to the resources vectors. Figure 1 shows how the recommender endpoint. 

 

Figure 1. The recommender endpoint documentation. 

Does the recommender support only recommendation by id? 
As we explained, this is mainly done to support the recommendation given an OER Id 
in the X5GON DB as input. But, even if it is not possible, we can provide instead just 
a content (english) or a vector (from an english content: Wikifer, tfidf or Doc2vec) and 
then get recommendations using the same principle. To do that for the text case, we 
need to transform the given text to the corresponding vector according to the model 
type we have chosen (wikifier, tfidf, doc2vec). That is why, for tfidf and doc2vec, a kind 
of interpolate functionality (with the precomputed corresponding model) is applied on 
the input text. While for the wikifier a simple wikification of the text is performed using 
the Wikifier6 tool. 

This extra feature (recommendation given a content or a vector) is offered by the 
models API through other endpoints under different namespaces, other than the 
recommendsystem namespace. This is accessible through the available K-NN 
endpoints under the distance namespace of each vectorial representation (wikifier, tfidf 
or doc2vec). Figure 2 shows the k-nearest neighbors mentioned endpoints. 

                                                
6 wikifier.org 

http://wikifier.org/
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Figure 2. The k-nearest neighbor method documentations. 

How does the recommender guarantee the cross-lingual aspects? 
The models behind the recommender are trained on the English content of the OERs. 
So, to find out the closest resources, the representations of English contents are 
implicitly  those used. Therefore, the provided recommendations can of course contain 
OERs in different languages. So we can say that we are using the English language 
as the transition language between the different languages. That is why we can accept 
OER ids in any possible language as input and we can provide OER recommendations 
in any possible languages as output. The results will be given in one of the translation 
available languages in X5GON. 

One more remark about the extra feature of getting recommendations given a 
text/vector: the input text/vector must be in English or computed from an English text 
(for vector) to provide relevant results. This is, as explained above, because of the fact 
that all models used are generated based on the English contents. 

Further models and heuristics could be used to enhance the capacities of 
the recommender 
The Learning Analytics Machine provides, through its models API, several further 
learning analytics heuristics and algorithms in addition to the item based recommender 
presented previously. Most of them are detailed scientifically in the previous WP3 
deliverable 3.2.  

The detailed version of how to access them as a REST API endpoints are detailed in 
the deliverable 3.3, section 2.2. In summary, we can mention as models: 

ǒ Orderize/Sequencing. this is a course path finder given a list of resources. 

ǒ Predictmissing: this gives the most suitable resource that can fill in the gap between 

2 resources. 
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ǒ Insert. this gives the most suitable resource that can fill in the gap between 2 

resources (ordered or unordered list). 

ǒ Difficulty. this corresponds to 2 different metrics for estimating the difficulty of a 

given resource/content. More extra difficulty metrics will be added by the end of the 

project. 

For the moment, these analytics are not used in the recommender. But, we will be 
working on this question until the end of the project. 

How are the models updated? 
For this purpose, we prepared scripts that will be in charge to run an automatic update 
of the OERs representations for the newly entered OERs and also the required models 
like the KNNs, Tfidf, and Doc2vec. 

2.2.2. TRUELEARN (UCL) 
Recently, with the emergence of online learning platforms [8], machine learning shows 
promise in providing high quality personalised teaching to anyone anywhere in the 
world in a cost-effective manner [9].  

While excelling on the personalisation front, design of a futuristic recommendation 
system for education should be done with additional features in mind: (i) Cross-
Modality and (ii) Cross-linguality are vital to identifying and recommending 
educational resources across different modalities and languages that are most likely 
to help the learner. (iii) Transparency empowers the learners by building trust between 
the learner and the system while supporting the learner's metacognition processes 
such as planning, monitoring and reflection (e.g. Open Learner Models [10]). (iv) 
Scalability ensures that a high-quality learning experience can be provided to large 
masses of learners over longer periods of time, essential in facilitating lifelong learning. 
(v) Data efficiency enables the system to work with less data, e.g. learning from implicit 
engagement data. Taking these features into account [11] while drawing inspiration 
from Item Response Theory [12] and Knowledge Tracing [13], we design TrueLearn 
[14], a recommendation system for OERs, considering all these desired features.  

In terms of content representation, we extract Knowledge Components (KCs), atomic 
units of knowledge that can be learned and mastered by a learner [13]. TrueLearn 
devices the same feature space described in section 4.1 (specifically, the semantic 
space of Wikipedia Topics) to represent KCs. Wikifier [1] is used to infer the most 
relevant Wikipedia topics in OER materials and to estimate the depth in which these 
topics are covered. These content representations are consumed by TrueLearn to infer 
the learner's model. TrueLearn focuses on the dynamic user state of the learner putting 
emphasis on the importance of accounting for the importance of Sate-based User 
Modelling [15] in building effective personalisation algorithms.  

TrueLearn, the final algorithm developed for learner modelling extends from TrueSkill 
[16], a Bayesian matchmaking algorithm developed to infer skills of online game 
players based on their performance in the games played. The main idea behind 
TrueLearn is to treat learner interactions with OERs as games played between learners 
and OERs to infer the skill learners demonstrate of different Knowledge Components.   

TrueLearn model was evaluated on an OER dataset created with VideoLectures.Net 
data and obtained a recall of 0.821 (F1 score of 0.677) which is a 102% improvement 
of recall (and 69% improvement of F1 score) over the TrueSkill [16] baseline model. 
Furthermore, TrueLearn algorithmôs accuracy (0.672) and precision (0.608) metrics 
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also outperform TrueSkill by 51.4% and 16.5% respectively.  For a detailed report of 
the formulation of TrueLearn model, the experiments and their results, we direct you 
to Deliverable D1.3 ï Initial Content Representations.  

TrueLearn can cross-lingual recommendations in two ways, (i) by using the cross-
lingual translation models that are developed through the X5GON project, and (ii) by 
directly Wikifying content transcripts with the native language Wikipedia concepts. The 
latter approach has shown to be challenging and potentially affecting performance of 
the algorithm as English Wikipedia is significantly information rich compared to its non-
English counterparts. One way to address this issue is improving the information 
quality of non-English Wikipedia versions. This incurs substantial amount of social 
effort and resources. However, the former approach, improving cross-lingual 
translation models have shown to be feasible and cost-effective. For detailed results, 
we direct you to Deliverable D5.2 ï Second Report on Piloting. Where it is infeasible 
to develop cross-lingual translation models (e.g. where the relevant datasets from rare 
languages are not available), industry standard models provided by popular cloud 
providers such as Google, Microsoft and IBM can be used reliably.  

Currently TrueLearn is being implemented in X5Learn7 learning platform [17] that is 
being developed as part of the X5GON project. For more details about the 
development of X5Learn platform, we direct you to Deliverable D6.2 ï Report of in-
the-wild studies investigating performance and usability of the initial WP6 services for 
virtual and real-world adaptive learning. 

 

 

 

                                                
7 https://x5learn.org/ 

https://x5learn.org/
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3. RECOMMENDATION AND USER ACTIVITY ANALYSIS AND 
EVALUATION 

In order to improve users' learning experience in a platform, it is crucial to understand 
the user preferences, their pattern of engagement, and their needs. Learning analytics 
is one of the effective methods, which is proven by the literature, to get insight into the 
users' behaviour. The results of learning analytics could be then used for serving the 
users the educational materials in a more effective way such as providing personalised 
recommendation, changing the design of platforms, or providing timely feedback. 

The results of identifying the different patterns of engagement in the numbers of OER 
repositories which are registered in our connected service could be eventually used to 
improve the performance of recommender engine which currently produces content-
based recommendations only. 

3.1. CONNECT SERVICE USER ACTIVITY ANALYSIS 
There are different approaches to analyse the data for identifying the behaviour 
patterns. 

¶ User perspective. The learning pathway for each user could be analysed. 
However, there are some old users having sustained interactions over the years 
while the other newly enrolled users have limited interactions. Comparing these 
groups of users would provide a bias the analysis.  

¶ Material perspective. Mapping of the materials' usage patterns. This kind of 
analysis is useful to see the overall interaction and to inform the most visited 
materials and intersections among the materials. 

¶ Session-based perspective. In order to overcome the inadequacies of the other 
two approaches, analysing the users' behaviour in a certain period of time, i.e. 
sessions, could be a good solution. In this approach, the user activities are divided 
into the sessions. It enables us to see what are the frequent behaviours and 
patterns of study when a user starts interacting with the website.   

We took the session-based approach to analyse the usersô cross-site behaviour. De 
Barba et al. [18] suggest that analysing userôs behaviours in sessions is becoming 
increasingly popular as it is very practical especially analysing the self-regulated and 
life-long learnerôs behaviours. The definition of sessions could also be various 
depending on the design of the learning platform or the objective of the researcher. As 
we do not have the information regarding the logouts or the time they closed the web 
page, we only know when a user visited a certain materialôs URL. Therefore, in this 
research, the time between two sequential clicks on the materialôs URL will be 
considered to build up the sessions. If the time passed between two clicks is sufficiently 
close, then these two actions will be classified as in the same session. Deciding the 
duration of the userôs sessions is crucial in this scenario. The duration should not be 
long ï losing the accuracy of the results ï and should not be too short ï missing the 
ongoing activities. To decide the session duration, we investigated the time passed 
between two-page visits by users with the violin plots in Figure 3. 
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Figure 3. Time passed between two consecutive page visits. Figure (a) shows the time passed (in hours) 
between two visits in a 2 hours period, and Figure (b) shows the time passed (in minutes) between two 
visits in a 5 minutes period. 

According to in Figure 3(a), the majority of the visits happened in less than in an hour. 
In fact, majority of the visits happened in less than a minute as can be seen in Figure 
3(b).  

Since there are some more than one-hour long videos, we have decided that 2 hours 
is a reasonable time-length as a threshold time between two visits. In our research, 
the user session is defined as a sequence of material visits where the time between 
the two consecutive material visits is less than 2 hours, as illustrated in Figure 4.  

 

Figure 4. Illustration of the session creation. When the time of two sequential user visits is greater than 2 
hours, we create a new session for that user. 

The total length of a session and the number of materials visited in a session could 
vary per session. Some users are moving backward and forward between a couple of 
materials while some others jump amongst as many materials as possible. There are 
also some users who visit a single page and leave. Since the page closures are not 
logged in our data, we are not able to detect the exact length of the user sessions. 

4.2. ANALYSIS OF USERS' SESSION BEHAVIOURS 
In order to understand the behaviour patterns in a session, the sessions were clustered 
based on the number of materials and number of transitions in a session. For 
clustering, the elbow and k-means clustering methods have been used.  

The k-means algorithm is a clustering algorithm which assigns each pattern one of the 
k clusters, k is assigned by the user. First, the algorithm chooses k random points - 
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called centroids - within the pattern space and assigns each pattern to the closest 
centroid. Afterwards, the centroid is re-calculated as the average of the patterns' 
features. The process is repeated with the now existing centroids until there is no or 
minimal reassignment of patterns to the centroids, or minimal decrease in squared 
error. The patterns that are closest to a given centroid from a cluster. 

The elbow method helps to find out the appropriate number of clustering by calculating 
the sum of squared errors indicating the point that adding another cluster does not add 
sufficient information. The results of elbow method show that k=5 seems like an 
appropriate parameter for clustering our sample of data as shown in Figure 5. 

 

Figure 5. Elbow graph for k-means clustering. When k=5, the slope of the graph starts to get more stable, 
making it an appropriate candidate parameter for clustering the data. 

Afterwards, we have used the k-means clustering method with k=5 to cluster the 
patterns. Figure 6 shows the user clusters with regards to the total number of jumps 
(clicks between materials) and total number of materials visited per session. 

For the clustering, the activities were not identified by their repositories but threatened 
as unified. In order to identify the differences between clusters, we have used the 
Gephi 8 visualisation tool to extract the engagement patterns for each cluster. During 
this process, the materials were coloured by their repositories and mapped as a 
directed graph. The nodes were sized by the clustering coefficient, which shows how 
connected it is to its neighbours. The size of the node is the biggest when it is in a fully 
connected neighbourhood. 

Figure 7, Figure 8, Figure 9, Figure 10, and Figure 11 represent the overall users' 
interactions on the registered repositories with the materials in each cluster, 
respectively. The nodes represent the learning materials on OER repositories which 

                                                
8 https://gephi.org 
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are coloured by content provider. The edges represent a transition of a user between 
two materials.  

 

Figure 6. Five clusters extracted by k-means clustering method based on number of materials visited in 
a session and number of clicks made in a session. 

The overall engagement patterns show that the pattern and the frequency of 
engagement vary by the different content providers. The diversity in different OER 
repositories in a cluster decreases over the clusters i.e. while five different OER 
repositories in Cluster 1, there are only two repositories in Clusters 4 and 5. When the 
results are considered together with Error! Not a valid bookmark self-reference., it 
is seen that the number of materials in a session decreasing over the clusters. 

Table 1. Summary of statistics for each Cluster. 

Clusters 
Single Page 

Visits 
Page 

Refreshes 
# of Repositories 

Seen 

1 32.6% 22.5% 5 

2 0 7% 4 

3 0 3.8% 3 

4 0 3.2% 2 

5 0 2% 2 

 

It is remarkably seen that there are too many single page views and page refreshes 
from the outer circle of the graph in Cluster 1 (Figure 7) where the transitions mostly 
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happened by the users on VL (75%) and UPV (16%). Following them, 8% of the 
transitions happened by users on eUļbeniki and 2% of the them happened by users 
on Nantes and virtOUS. Apart from the single page views, it is also seen that there is 
not much interaction hubs - most of the transitions happened in the centre of the 
cluster, indicating there are short sessions between a limited number of materials 
(Average path length is 7.1). 

 

Figure 7. Cross-site material interaction in Cluster 1. Too many single page views are observed. 
Dominated by the users on VL and UPV. 

Transitions in Cluster 2, similar to Cluster 1, mostly happened by users on VL (53%). 
The rest is from eUļbeniki (30%), UPV (17%), and Nantes (0.1%). No transitions were 
provided from virtOUS. In this cluster, there are  no single page views and very rare 
page refreshes in this cluster where it is seen as isolated small circles outside of the 
connected circled materials, there are longer paths and more materials that are 
connected as seen in Figure 8, there are more number of connected nodes in the 
centre of the graph and less number of shortly connected materials at the outer circle 
of the graph in comparison to the Cluster 1 in Figure 7. 

 



 
 

P a g e  21 / 34 
 

 

 

 

 

 

Figure 8. Cross-site material interaction in Cluster 2. Less single page view, longer paths dominated by 
users on VL and eUļbeniki. 

Figure 9 shows that there are no single page views anymore. That means there is at 
least one connection (edge) between two materials (nodes), therefore, at least two 
materials have been seen in a session. In comparison to the previous clusters, the 
length of paths is much longer and the network is dominated by the users on eUļbeniki 
(77%). The rest of the transitions happened by the users on VL (21%) and UPV (2%). 

  


























