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Abstract

The main objective of WP3 is the construction of the analytics engine that provides the relevant
knowledge required to drive the operation of the OER and social network. This includes cross-
lingual issues in Task 3.3 (M12-M30), whose main goal is to extend the analytics engine with
capabilities to deal with multi-lingual collections of OER. D3.4 is to report the work done in Task
3.3 from M12 (August 2018) to M24 (August 2019). During this period, the main goal of Task 3.3
is to provide early support for cross-lingual OER.

1 Introduction

The main objective of WP3 is the construction of the analytics engine that provides the relevant
knowledge required to drive the operation of the OER and social network. This includes analysis of
learning and testing, cross-lingual aspects, links with educational theories, affective computing, etc.
In addition, there are two important aspects that are studied over the duration of the project:

1. Fine-grained indexation of educational videos by transcription tools; and
2. Investigation of multicultural, pedagogical and juridical issues, with particular care on privacy.

The first of these two aspects, and cross-lingual issues in general, are covered in Task 3.3 from M12
(August 2018) to M30 (February 2020). This deliverable, D3.4 — Early support for cross-lingual OER,
is to report the work done in Task 3.3 from M12 to M24 (August 2019), i.e. mainly in Year 2 (Y2).

In connection to the purpose of D3.4, it must be noted that, as discussed in [Il, Appendix C], the
work on early support for cross-lingual OER already started during the last months of Year 1 (Y1).
At that time we were developing the basic infrastructure and tools to support cross-lingual OER,
X5gon-TTP. And with X5gon-TTP, we brought into production ASR (Automatic Speech Recognition)
systems for automatic transcription of OER in the dominant languages of the official pilots, namely
English, Spanish, Slovene and German. We used ASR systems from UPV background for English,
Spanish and Slovene, though we also invested some effort to improve the Slovene ASR system, as well
as to build a new German ASR system using state-of-the-art technology and having virtUOS, the
official pilot from UOS, in mind. The technical details on these ASR systems were first reported in [I,
Appendix C]. It is also important to note that all this previous work was limited to ASR systems; MT
(Machine Translation) systems for automatic translation were left for Y2 (from M12 to M24, more
precisely).

The work done in Task 3.3 from M12 to M24 has focused both on ASR, especially for English
and Slovene, and MT, for language pairs covering not only the needs of the official pilots, but also
an eventual expansion of the X5gon network to sites contributing OER in different languages. In this
regard, we were aware that it was crucial for X5gon cross-lingual support services to end Y2 with full
MT support for any pair of languages relevant to X5gon, maybe using English as a pivot language. For
clarity and simplicity, a brief overview of the work done is provided in Section 2l The full story, with
all relevant technical details, is provided in Section Bl for transcription, and in Section [ for translation.

2 Overview of results

The overall progress achieved over the course of the project is summarized in Figure for ASR,
and Figure for MT.

As can be observed in Figure the main effort devoted in Y2 for ASR was to improve the English
and Slovene ASR systems. We got consistent significant relative gains in WER for both languages. In
the case of English, relative gains of 4% and 28% were achieved on the official VideoLectures.Net and
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Figure 1: Progress for all languages in ASR on the left, given in terms of WER (the lower, the better)
and in SMT on the right, in terms of BLEU (the higher, the better).
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poliMedia pilots, respectively. This better performance was also confirmed with additional experiments
on the official IWSLT 2013 test set over which a relative gain in WER of 45% was obtained. In absolute
terms, it is observed that the performance of the English system is now below the threshold of 20%
absolute WER points, which is often considered a clear indication of accurate transcriptions. In
the case of Slovene, on the other hand, relative improvements of 19% and 24% were achieved on,
respectively, the figures reported for VideoLectures. NET (VL) and SI-TEDx-UM (TED) in Y1. It is
highly remarkable that we are now much closer to the 20% WER threshold for Slovene ASR; indeed
it was crossed for TED.

As in the case of ASR, from Figure we can easily spot the language pairs we dealt with in
Y2 and the evaluation results we got. The Figure shows the evolution of the performance of the
MT systems in terms of BLEU scores (the higher, the better) for language pairs involving English
(En), German (De), French (Fr) Spanish (Es), Italian (It), Slovenian (S1) and Portuguese (Pt) on the
in-domain task, VideoLectures. NET (VL) and on well-known (out-domain) tasks that are widely used
for comparison purposes by the MT research community (WMT and IWSLT). Generally speaking,
the focus in Y2 has been on the deployment of a series of Neural MT (NMT) systems for language
pairs of special interest in the project, and also for language pairs that will be certainly needed when
extending the X5gon network to sites other than those of the official pilots. Moreover, as can be
observed in Figure most systems are the first systems deployed in X5gon for their corresponding
language pairs. The only exceptions are those for German-English and English-German, with relative
improvements of 7 and 11%, respectively, and that for Spanish-English, with a significant 30% relative
increase. In brief, many of the systems deployed exhibit BLEU scores clearly above 35, or just below
35, which is a common reference for experts to consider them good enough for practical use. For
systems showing scores below 30, which includes most in-domain evaluations on VL, more effort is still
required. To end this overview of MT results, we refer the reader to Section A.I5], where comparative
results with Google Translate are provided. In brief, X5gon MT systems are more or less on par with
Google Translate for most language pairs, with the exception of Italian +» English, in which Google
Translate is clearly ahead of X5gon, and Slovenian <> English and Portuguese <> Spanish, in which
X5gon MT systems clearly outperform Google Translate. To us, being far ahead of Google Translate in
key language pairs such as Slovenian <+ English is a solid evidence that effective cross-lingual support
for X5gon can only come from state-of-the-art MT systems adapted to the X5gon domain.

3 Transcription of OER

3.1 Transcription of German OER
3.1.1 Preliminary work

This section describes the ASR system developed for German during Y1 as was introduced in the
Annex C of the deliverable D5.1 [1]. It has been specifically developed to transcribe German videos
from the virtUOS pilot. The system is composed of two main separated models: the language model
(based on words) and the acoustic model (based on phonemes). Additionally, a third (simpler) model
is required to map words into phonemes. This last model, usually called lexical model, is used to join
both acoustic and language models in order to obtain an automatic transcription.

In what follows we first describe the resources collected for training the different models, and then
we introduce more technical details for each of them.
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Compilation of Resources

Resources employed to train the German ASR system are described in this section. They are organised
into those needed to train the acoustic model (transcribed speech), those needed to train the language
model (plain text), and those for the lexical model (pronunciation dictionaries).

Resources for Acoustic Modelling

There are not many freely available speech corpora for training acoustic models. Indeed, for German we
only found one corpus: German Speech Corpus by Technische Universitit Darmstadt (GSC-TUDa) [2].
This corpus only contains 30 hours of annotated speech recorded using 5 different devices (about 158h
in total), which is not enough to train a high quality acoustic model. Moreover, the recordings that
can be found in GSC-TUDa are quite different from the recordings found in the virtUOS pilot. For
theses reasons we decided to increase our resources by crawling publicly available data from the web.
We collected all types of content: user generated videos, broadcast news, etc. The only requirement
was to collect publicly available multimedia objects with subtitles.

Most of the subtitles found around the web can not be considered as phonetic transcriptions, which
is required to train acoustic models. Moreover, in most cases the subtitles contain mistakes. In order
to overcome these problems, the crawled data was forced-aligned using an initial acoustic model that
was trained using the GSC-TUDa corpus. The resulted aligned data was then filtered using some
heuristics based on the output of the alignment. As a result we managed to create a speech corpus
containing about 716 hours of publicly available data crawled from the web. Table [Il sums up the
basic statistics of all audio resources.

Table 1: Statistics of annotated speech resources for acoustic training of the German system.

Corpus ‘ Duration(h) Words(K) Vocabulary(K)
Crawled Data 716 6150 180
GSC-TUDa 158 1161 4

Resources for Language Modelling

In contrast to what happens with acoustic resources, there are several monolingual and parallel text
corpora which can be used to estimate a German language model (LM). In the case of parallel text
corpora, only the German part is selected to estimate the model. Statistics of the LM resources are
shown in Table 2. IWSLT De SMT refers to the monolingual part of the International Workshop on
Spoken Language Translation (IWSLT) English-German statistical machine translation (SMT) task,
while IWSLT De ASR 2013 Dev refers to a subset of the IWSLT 2013 German evaluation task used
for development purposes.

Resources for Lexical Modelling

Instead of using a rule based approach, we decided to build the German lexical model using an
automatic approach based on statistical models. For that purpose an initial supervised German
pronunciation dictionary is needed. In our case, we used The CELEX Lexical Database (WEBCELEX)

for German, which contains more than 310K words with their corresponding pronunciations [9].

Copyright - This document has been produced under the EC Horizon2020 Grant p
Agreement H2020-ICT-2014 /H2020-ICT-2016-2-761758. This document and its age
contents remain the property of the beneficiaries of the X5GON Consortium. 7 /311



UNIVERSITAT
POLITECNICA
DE VALENCIA

><XSCGON

Table 2: Statistics of German text resources for language modelling.

Corpus Sentences(M) Words(M) Vocabulary(K)
Wikipedia [3] 65.2 642.1 8036.1
Europarl [4] 2.2 45.9 354.7
Common Crawl [5] 24 44.7 1313.6
News-Crawl [6] 2.0 29.6 661.6
Reuters [7] 0.5 17.6 280.5
Tatoeba [§] 0.3 2.6 86.5
IWSLT De SMT 0.2 3.2 120.9
IWLST De ASR 2013 Dev 0.001 0.02 3.6

System Description

In the following subsections, the models comprising the German ASR system (acoustic, language and
lexical models) are described in detail.

Acoustic Model

The German ASR system performs speaker adaptation based on fCMLLR features [10]. A direct
consequence of this is that it is composed by two hybrid HMM/NNs acoustic models [11]: a standard
model and a fCMLLR model. In this setup the standard model is used in a first recognition pass
to obtain a initial transcription, which is then used to perform fCMLLR normalisation over input
features. The final transcription is obtained recognising the normalised features with the f{CMLLR
model. This scheme is usually referred as f{CMLLR speaker adaptation [10, 12]. For the standard
model a conventional feed-forward DNN is used, however for the f{CMLLR model a BLSTM was used
as in the Spanish system.

Estimation of the HMMs and DNNs was carried out using the transLectures UPV toolkit (TLK) [13],
while BLSTMs were training using TensorFlow [14].

The characteristics for the final German acoustic models are the following:

e Standard model (1-pass)

— 18867 tiedphoneme 3-state HMM with a 64-mixture component Gaussian per state.
— A seven hidden layer DNN with the following architecture: 528 (48 x 11) input cells, 18867
output cells and 2048 cells in each internal layer.

e fCMLLR model (2-pass)

— Same HMM topology than the standard model.

— A five layer BLSTM with the following architecture: 48 input cells, 18867 output cells and
600 cells in each internal layer for each direction (600 x 2).

Language Model

The LM for German corresponds to a linear interpolation of several 4-gram models. Specifically, the
six corpora in the upper part of Table[2lwere used to estimate six independent 4-gram language models
which were then interpolated. Interpolation weights were optimised using the IWSLT De ASR 2013

Agreement H2020-ICT-2014 /H2020-ICT-2016-2-761758. This document and its Page
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Dew set shown in the bottom part of Table2l When the German ASR system was built, the amount of
supervised data from the virtUOS pilot was scarce, so it was decided to use all of them for evaluation
purposes. The choice of a subset of the IWSLT task as development, was based on the fact that the
IWSLT task is composed of videos from TED talks [15], which have some similarities with educational
videos. Therefore, it made sense to select this data for development purposes.

Apart from the conventional n-gram language model, an additional Recurrent Neural Network
Language Model (RNNLM) was also trained for lattice rescoring using the Mikolov’s toolkit [16].
That is, during the second decoding step (fCMLLR step) the decoder generates lattices containing
the most promising hypothesis. The language model probabilities of these lattices are then rescored
(replaced) by the ones obtained by interpolating the original 4-gram with the RNNLM. Most probable
hypothesis is then selected as the final transcription. The IWSLT De SMT data set was used for
training the RNNLM (see Table 2] for more details).

Lexical Model

The lexical model is a combination of the German dictionary described in Section B.I.T]and a automatic
grapheme to phoneme model estimated using the same dictionary. More precisely, the dictionary is
first consulted to obtained the pronunciation(s) of a word. If no pronunciation is found, then the
grapheme to phoneme model is used to obtain the most reliable pronunciation. The grapheme to
phoneme model was estimated using the Sequitur G2P software [17].

3.2 Transcription of English OER
3.2.1 Preliminary work

During the first year of the project, transcriptions for English OER (VideoLectures.Net and poliMedia)
were carried out using the MLLP’s English ASR system, which was initially developed within the
transLectures project [I8]. The main characteristics of this initial ASR system were fully described
in the Annex C of the deliverable D5.1 [I]. As a summary, this preliminary English ASR system
was composed by two hybrid HMM/DNNs acoustic models as in the case of the German ASR system.
Both acoustic models were trained using the same 2500 hours of speech data. Apart from the f{CMLLR
speaker adaptation, an additional step (3-pass) was carried out in which the fCMLLR DNN is adapted
by performing conservative training using the output of the 2-pass. Also as in the case of the German
ASR system, a conventional 4-gram model was built by interpolating several task-dependent 4-gram
models and a classed-based RNN language model was trained with a small subset of in-domain data.
During decoding a pruned version of the 4-gram model was used to generate lattices, which are then
rescored using an interpolation of both 4-gram and RNN language models.

3.2.2 Work done in Y2

During the second year of the project a completely new English ASR system has been built from
scratch. Compared with the preliminary system, this new system includes many improvements, which
have resulted in significant gains on the quality of transcriptions. In what follows, the main charac-
teristics of this new system are shown.

Resources for acoustic and language modelling

During Y2 the amount of speech data used for training the acoustic model has been drastically
increased. In the previous system 2500 hours were used, while the new system has been trained with
5600 hours. This increase is partly due to the inclusion of new public available speech corpus, like
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LibriSpeech or CommonVoice [19,20], and partly due to the increase of the data crawled from the web.
As in the case of the German ASR system, the crawled data was automatically aligned and filtered
using the procedure described in [21]. Table Bl sums up the basic statistics of all audio resources.

Table 3: Statistics of annotated speech resources for acoustic training of the English system.

Corpus Duration(h)
Crawled Data 3313.4
LibriSpeech [19] 959.7
TED-LIUM v3.0 [22] 453.8
Common Voice [20] 242.5
SWC [23] 153.5
VideoLectures. NET [24] 109.9
Voxforge [25] 109.2
AMI [26] 96.1
EPPS [27] 79.4
ELFA [28] 48.3
VCTK [29] 43.9
poliMedia En [30)] 2.4

Regarding LM resources, the corpora used are pretty much the same that the ones used in previous
system with some few relevant differences. On the one hand, two new corpora have been added to the
training: LibriSpeech and News-Discussions [19] [31]. On the other hand, the Wikipedia corpus has
been updated to its last version. Statistics of the LM resources are shown in Table [l

Acoustic model

For this new English ASR system, DNNs were replaced by Bidirectional LSTMs for acoustic mod-
elling (BLSTMs) [42]. Since experimental results have shown that there is no improvement by using
conservative training or f{CMLLR, extra recognition steps were removed. Therefore, this new system
is a more simple ASR system composed by a single BLSTM acoustic model trained with non-adapted
features. Another important difference is that the dimension for the input vectors was increased. The
original 16 MFCCs with derivatives (48 dimension vectors) were replaced by 80 MFCCs input vectors
without derivatives.

Regarding the training procedure, the transLectures-UPV toolkit (TLK) was used to train a DNN-
HMM model which was then used to bootstrap the BLSTM model [13]. In particular, BLSTM
training consisted in a cross-entropy training procedure with a limited back propagation through time
window of 50 frames, in a similar way than described in [42]. BLSTM training was carried out using
TensorFlow [14]. The main characteristics for the resulting BLSTM model are:

e Output layer size (HMM topology): 16132 tiedphoneme 3-state HMM.
e 8 hidden layer BLSTM with 512 output cells per direction (1024 per layer).
e Input layer size: 80 MFCCs.

Language model

The LMs used in the new English ASR system were trained from scratch. Old corpora were pre-
processed again, using a new preprocessing tool which takes into account abbreviations, number
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Table 4: Statistics of English text resources for language modelling.

Corpus Sentences(M)  Words(M)
Google Books count v2 [32] - 294000.0
News-Discussions [31] 248.4 3649.5
Wikipedia [3] 149.9 2265.9
News Crawl [6] 53.1 1119.9
LibriSpeech [19] 40.4 803.6
GIGA [33] 22.5 616.8
United Nations [34] 12.9 334.1
HAL [35] 4.6 92.6
Europarl [4] 2.2 54.4
DGT-TM [36] 2.5 45.6
News-Commentary-v8 [37, [38] 0.2 5.5
WIT-3 [39] 0.2 2.7
COSMAT [40] 0.1 1.3
EuroParl TV [41] 0.1 1.2
VideoLectures.NET [24] 0.01 0.2
poliMedia [30] 0.002 0.036

conversions, among other new features. This new procedure was also applied to new corpora. Apart
from the preprocessing, a new vocabulary was built. The size of this new vocabulary is 200K words.
Any parameter tuning or topology decision, like the vocabulary selection, was taken on the basis of
a development set. In order to create more robust LMs, we extended the old development set, which
consisted only of VideoLectures.NET and poliMedia, to other tasks like: IWSLT or TED-LIUM. The
final LM consisted of an interpolation of two different language models: a 4-gram LM and a LSTM
LM.

The 4-gram model was trained using the conventional approach. For each corpus a specific 4-
gram model was trained, and then they were interpolated in order to obtain the final 4-gram model.
Regarding the LSTM LM, all corpora (with the exception of Google Books count) were first merged,
and then random sentences were selected until reaching the amount of 1 billion words. This random
selection was used to train the LSTM LM using Noise Contrastive Estimation (NCE) by means of the
CUED-RNNLM toolkit [43]. In contrast to the old RNN LM, for this model the full vocabulary was
modelled in the output layer. The final topology for the LSTM LM consisted of: an embedding layer
of dimension 256, 1 hidden LSTM layer of dimension 2048 and an output softmax layer of dimension
200K. Lastly, the LSTM LM and the 4-gram were interpolated on the basis of the development set.
The final weight for the LSTM LM in the interpolation was 0.79. Perplexities for both language model
and the interpolation for the several development tasks are shown in Table Bl It is worth noting that
TED-LIUM development was included in the training data for the old language model.

Apart from the new LM, the new English system includes another important novelty. In contrast
to the preliminary system, in which a pruned 4-gram model was used to generate lattices which were
then rescored, during Y2 a new decoder has been developed which is capable to directly interpolate
on-the-fly the LSTM LM and the 4-gram during the regular decoding. We refer to this lattice-free
decoding approach as one-pass-decoding. In addition to the simplification of the decoding pipeline,
this new decoder is capable of avoiding cascade errors, that is, errors introduced by the pruned model
during the decoding step which can not been fixed during the lattice rescoring step. More details
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Table 5: Perplexities on the English ASR development sets for the new English LMs.

Task 4-gram LM LSTM Interpolation
VideoLectures.NET 273 258 200
poliMedia En 213 205 174
TED-LIUM v3.0 (legacy dev) 169 121 109
LibriSpeech (dev-other) 230 156 136
Common Voice (valid-dev) 109 80 76

about the new one-pass-decoder can be found in [44].

Segmenter

Before running any decoding, input videos are automatically segmented into speech and non-speech
segments. Each speech segment is then fed into the decoder in order to get the final transcription. The
segmenter used in the preliminary English ASR system was based on Gaussian HMMs [45]. During
this Y2 we have developed a new improved segmenter. This new segmenter is based on performing a
first fast decoding step over the whole input video using DNN-HMMS. Based on silence boundaries in
the decoder’s output, the input signal is split into segments. These segments are then classified into
speech and non-speech segment using the preliminary segmenter. More details can be found in [21].

Evaluation

In addition to the VideoLectures.NET evaluation set (originally developed for the transLectures [18]),
the evaluation has been extended with two additional tasks: poliMedia English, an internal UPV
evaluation set used to develop English systems for the poliMedia service [30], and the public test set
defined for the IWSLT challenge in 2015 [46]. The corresponding development sets for each task were
used also to tuning (grammar scale factor, pruning parameters, etc.). Statistics for these development
and evaluation sets are shown in Table [6l

Table 6: Statistics (hours, running words and number of videos) for evaluation and development sets
used in the development of the English ASR system

Task Duration(h) Words(K) Videos
VideoLectures. NET test 3.2 34 4
poliMedia En test 2.9 28 27
IWSLT En tst2015 2.5 21 12
VideoLectures. NET dev 2.9 28 4
poliMedia En dev 2.9 28 27
IWSLT En tst2013 4.7 42 28

Results on development/evaluation sets for both the initial (with and without LM adaptation) and
the new English ASR systems are shown in Table[[l It is worth noting that automatic LM adaptation
to the task [47], which is used in the initial system, it is not available for the new system. The main
reason is that this LM adaptation technique was developed for counts based models (for example
4-grams), and the new LM is mainly based on the use of a LSTM LM. The automatic adaptation of
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LSTM LMs is still an open research question. Nonetheless, the new ASR systems outperforms the old
system in all evaluation tasks, achieving relative improvements in the range of 4.1% ~ 28.2% when
the LM adaption is used in the initial system, and 7.8% ~ 45.5% when it is not used.

Table 7: Comparison on WER% of initial and new English ASR systems for the English develop-
ment/evaluation sets: VideoLectures. NET (VL), poliMedia En (pM) and IWSLT 2015 (IWSLT)

Dev Test
VL pM IWSLT | VL pM IWSLT
Initial (MO) 27.2 26.3 16.6 20.4 24.7 13.2
+ LM adaptation | 26.2 22.6 — 19.6 22.0 -
New (M24) 23.3 18.9 8.5 18.8 15.8 7.2

3.3 Transcription of Slovenian OER

The Slovenian ASR. System has been developed to transcribe Slovenian videos from the VideoLec-
tures.Net pilot.

3.3.1 Preliminary work

At the beginning of the project, the Slovenian ASR system developed by UPV within the transLectures
project was used. The main characteristics of this initial ASR system were described in the Annex C of
the deliverable D5.1 [I]. Additionally, throughout this first period (MO to M12 in Fig. [1(a))), a relative
improvement of 3.4% in WER was achieved over this initial ASR system by applying Recurrent Neural
Network language models (RNNLMs).

3.3.2 Work done in Y2

Throughout the second period, the Slovenian ASR system has been significantly improved by gathering
new speech and text resources. Moreover, some improvements have been also obtained by applying
the novel one-pass-decoding approach as has been previously described for the case of the English
ASR system [44]. In what follows, we first outline the details of the new developed Slovenian ASR
system along with the resources gathered for acoustic and language modelling and, after, we describe
the experimental evaluation.

System Description
Acoustic Model

The Slovenian ASR system is composed by two hybrid HMM /NNs acoustic models. Both standard and

fCMLLR models are multilingual feed-forward DNNs trained using Spanish and Slovene speech data.

In particular, 800 hours of Spanish speech data plus 165 hours of Slovenian speech data summarized

in Table 8 were used to train the acoustic models using the transLectures UPV toolkit (TLK) [13].
The main characteristics for these acoustic models are the following:

e Standard model (1-pass)

— 14497 tiedphoneme 3-state HMM with a 64-mixture component Gaussian per state.
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Table 8: Slovenian speech resources for acoustic training.

Corpus Duration(h) Running Words(K) Vocabulary(K)
Gos [A43] 30.7 360 37
GosVL [49] 21.9 169 24
RTVSLO [50] 77.0 634 66
VideoLectures.Net [50] 26.6 229 27
Total 165.2 1392 101

— A six hidden layer DNN with the following architecture: 528 (48 x 11) input cells, 14497
output cells and 2048 cells in each internal layer.

e fCMLLR model (2-pass):

— 14983 tiedphoneme 3-state HMM with a 64-mixture component Gaussian per state.
— A six hidden layer DNN with the following architecture: 528 (48 x 11) input cells, 14983

output cells and 2048 cells in each internal layer.
Language Model

As in the case of the English ASR system, new LMs were trained from scratch using the text resources
summarized in Table @ Moreover, a new vocabulary of 500K words was selected to build these news
LMs. The final LM was an interpolation of two different LMs: a 4-gram LM and a LSTM LM.

Table 9: Slovenian text resources for language modelling.

Corpus Sentences(K) Running Words(K) Vocabulary(K)
Europarl-v7 [4] 623 12559 135
ccGigafida [51] 7448 110098 1212
Gos [48] 26 360 37
Newscrawl2011 [6] 1000 18599 433
RTVSLO [50] 129 14399 309
slwac2.0 [52] 50847 778982 5446
TED [53] 54 339 39
VideoLectures.Net [50] 10 229 27
Wikipedia [3] 1804 22330 776
Wit3 [54] 15 200 29
Total 61956 958087 5962

The 4-gram model was built as a linear interpolation of ten 4-gram LMs trained for each one of
the corpus summarized in Table @ The interpolation weights were tuned to optimize the perplexity
of the VideoLectures.Net development set (statistics of this corpus are summarized in Table [[2]). The
optimal weights for each 4-gram model are summarized in Table 101

In the case of the LSTM LM, all the text resources were used to train it using Noise Contrastive
Estimation (NCE) by means of the CUED-RNNLM toolkit [43]. In contrast to the LSTM LM used
in the first period, in this case the full vocabulary (500K words) was modelled in the output layer.
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Table 10: Interpolation weights of the ten 4-gram LMs used to build the Slovenian 4-gram LM.

4-gram model Weight [%]
slwac2.0 37.48
RTVSLO 37.17
VideoLectures.Net 18.95
Gos 3.59
ccGigafida 1.71
Wikipedia 0.40
Wit3 0.24
Europarl-v7 0.19
Newscrawl2011 0.18
TED 0.09

Thus, the final topology for the LSTM LM consisted of: an embedding layer and a hidden LSTM
layer of dimension 1024 and an output softmax layer of dimension 500K . Finally, the LSTM and the
4-gram LMs were interpolated to optimize the perplexity of the VideoLectures.Net development set.
The final weight for the LSTM LM in the interpolation was 0.67. Perplexities for each LM over the
VideoLectures.Net development and test sets are shown in Table [[Il An Out-of-Vocabulary (OOV)
rate of 0.7% and 1.7% for the development and test sets, respectively, was achieved with the new
lexicon size of 500k words.

Table 11: Perplexities of the UPV’s Slovenian LMs on the VideoLectures.Net dev and test sets.

Model dev test
4-gram 473 666
LSTM 319 401

Interpolation 284 363

Decoding

In the first period, the speech decoding process was performed following a three-pass decoding setup.
The speaker-independent acoustic standard model was used primarily to obtain a transcription which
in conjunction with a simple “target” Hidden Markov Model allowed for the transformation of acoustic
features into speaker-adapted features [10], 12]. In the second pass, the speaker-adapted features were
used along with the fCMLLR model to produce word-lattices. Both recognition steps were carried out
using a pruned version of the 4-gram Slovenian LM to allow for very fast decoding. In a third final
step, a LSTM LM was used for N-best rescoring.

In the second period, as was metioned before, a more efficient two-pass decoding setup has been
applied [44]. Under this setup, the N-Best rescoring is avoided by using directly an interpolation of
the 4-gram and the LSTM LMs during the second decoding pass.
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Evaluation

In addition to the VideoLectures.NET evaluation set, the Slovenian ASR system was also evaluated on
the publicly available SI-TEDx-UM corpus based on TEDx Talks [53]. The main statistics for these
development and evaluation sets are shown in Table

Table 12: Statistics for the Slovenian development (dev) and test sets.

Set Corpus Dur.(h) #Spk. Running Words(K) Voc.(K)

Dev | VideoLectures.Net [50] 2.9 4 274 5.2

Test VideoLectures.Net [50] 3.2 4 23.2 5.9
SI-TEDx-UM [53] 3.2 13 26.9 7.0

The WER achieved on the evaluation sets for the Slovenian ASR systems developed during the
first and second period are shown in Table[I3l As can be observed, the new Slovenian ASR system out-
performs the initial ASR system in both evaluation tasks achieving significant relative improvements
of 19.4% and 24.0% on the VideoLectures. NET and SI-TEDx-UM evaluation tasks, respectively.

Table 13: WER of the Slovenian ASR system throughout the project.

Period System VideoLectures.Net SI-TEDx-UM
V1 Initial ASR System 32.5 27.6
+ LSTM-LM NBest Rescoring 314 26.3
+RTVSLO speech data 30.1 24.3
Y2 +New (N-gram and LSTM) LMs 28.1 22.6
+GosVL speech data & one-pass LM decoding 25.3 20.0

4 Translation of OER

This section describes the Neural Machine Translation (NMT) systems updated or developed in Y2
of X5gon for the following language pairs: {German, Spanish, French, Italian, Slovenian} < English,
German < French and Portuguese <> Spanish.

Our system architecture is based on the state-of-the-art Transformer model [55]. In order to train
our systems, we have used two configurations, Transformer Base and Transformer Big, both with 6
encoder/decoder blocks, a self-attention mechanism, and the following features:

e Transformer Base: Embedding dimension 512, hidden layer size 2048 and 8 attention heads.
e Transformer Big: Embedding dimension 1024, hidden layer size 4096 and 16 attention heads.

The Big configuration has been shown to achieve better results, but it requires more data to properly
estimate its parameters, and is harder to train. We have also experimented with training systems with
more than 1 GPU, filtering techniques and backtranslations.

For each of those language pairs, we first present the resources used to train the MT systems.
Secondly, we describe the configurations of the NMT systems. Finally, we evaluate the developed MT
systems in terms of BLEU score [56] on an out-domain task obtained from a shared task in WMT or
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IWSLT and on the in-domain task Videolectures.NET (VL), whenever the test set is available in the
following languages: English, German, French, Spanish and Slovenian [?]. It is important to note that
the VL task uses a very specific technical language, so that it becomes a challenging translation task.
Furthermore, we have also included comparative results providing those of Google’s Machine Trans-
lation, in order to compare our X5gon results to those of an already existing mainstream provider.

4.1 German-English

The data published for the News Translation Shared Task of the WMT 2018 competition [57] was
selected in order to train the German-English system. The data includes 4 well-established corpora
(news-commentary, europarl, commoncrawl and rapid2016) as well as the recently released paracrawl
corpus. This last corpus was collected by crawling a set of possibly noisy parallel web pages. This
introduces the need of using filtering and data selection techniques to discard noisy sentences that
could harm the performance of the NMT system. Table [I4 shows statistics of the above-mentioned
corpora.

Table 14: Statistics of the WMT German-English dataset.

Corpus Sentences(K) ~ Words(M) Vocabulary(K)
De En De En
News-Commentary v13 [58] 284.2 6.4 6.2 302.8 182.5
Europarl v7 1920.2  44.6 479 649.0 304.8
Common Crawl 2399.1 470 514 27337 17189
Rapid 2016 [59] 1329.0 221  23.0 674.8 387.7
Paracrawl [60] v1 36351.6 450.7 478.8 14054.0 10353.1
Paracrawl v3 31358.2 465.2 502.9 14067.6  9905.3

The data was filtered using a language model approach described in [61], and we selected the 10M
sentences with best score. Additionally, we included an additional set of 20M synthetic sentences
produced using the Backtranslation approach [62]. We compare the results of the Transformer Base
model with a second Transformer model that follows the same configuration, but trained using 3
GPU, and therefore it uses a batch size that is 3 times bigger than the previous one. Additionally, this
second system was trained with longer sentences (maximum sentence length of 100 words, compared
with 75 words of the previous one). Lastly, we also report results for a Tranformer Big model trained
with 8 GPUY. The data setup for this last system is slightly different from the other two. First, we
extracted 10M sentences using Cross-Entropy Filtering [63] from the Paracrawl v3 corpus, and used
all data from the other corpora. Secondly, we used an additional set of 24M backtranslated sentences,
and we applied noise to the source side of all backtranslations [64].

In order to evaluate our systems, we have elected to use a set of standard sets from the news trans-
lation task of the WMT competition, using newstest2015, newstest2017 and newstest2018. Table
shows the results obtained by the German-English MT systems.

The system trained with 3 GPU obtains improvements of around 1.0 BLEU compared with that
of 1 GPU system. This improvement can be attributed almost entirely to the increase in batch size.
The only other difference between the two systems is the maximum sentence length, and there are
almost no sentences in the test set whose length is longer than 75 words, so we believe that the effect

!Because only 4 physical 4 GPU were available, we simulated the equivalent batch size of using 8 GPU with the
gradient accumulation technique. As the only difference between the two approaches is a slower training when using
gradient accumulation, we report the GPU-equivalent batch size used, disregarding the actual number of physical GPUs
available
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Table 15: Evaluation results of the German-English MT systems on the WMT task.

System ‘ newstest 2015 newstest 2017 newstest 2018
Transformer Base 34.3 35.9 44.7
Transformer Base, 3 GPU 35.3 36.9 45.9
Transformer Big + Noise, 8 GPU 37.2 394 48.0

of this setting will be minor. The Transformer Big obtains further significant improvements over the
previous best system, with an increase of 1.9, 2.5 and 2.1 BLEU, respectively.

This latter system was also assessed on the VL task obtaining 27.0 BLEU, that is far from that
obtained in the out-domain task. This is due not only to the language specificity of VL and the lack
of a large in-domain training set, but also to the stopping training criteria based on the out-domain
task.

4.2 English-German

The resources chosen to build the English-German system are the same as those of the German-English
MT system, as the language pair involved is the same. The data has been described in Section 1],
and we have followed the same setup in this language pair, by selecting 10M sentences using filtering.
details are shown in Table [T4]

We present the results of the two systems developed for English-German, a Transformer Base
and a Transformer Base model trained with 3 GPU. The second system is trained with a maximum
sentence length of 100. Additionally, the second model was trained by augmenting the 10M parallel
sentences with 18M backtranslations. The backtranslations were generated with the Transformer Base
German-English model of Section Il We have also used those backtranslations in order to train a
Transformer Big model with 8 GPU.

Table [I6] shows the results obtained by the English-German MT systems on the news translation
WMT dataset. We observe how the 3 GPU model is able to obtain improvements of 2.0 BLEU in new-
stest2015 and newstest2017, following a similar pattern as the German-English system of Section 11
This increase is even bigger in newstest 2018, with a 4.1 BLEU improvement. The combination of a
bigger batch size with the additional 18M backtranslations makes it hard to isolate the individual con-
tribution of each change to the overall improvement, but based on previous experience, it is very likely
that both changes have significantly contributed to the improvement. The Transformer Big model
obtains additional improvements of 0.7, 0.7 and 0.5 BLEU, respectively. This increase is smaller than
that observed in the German-English case, perhaps due to the smaller amount of backtranslations
used.

As a future work, in order to reduce this difference, we could train the Transformer Big model
using additional backtranslations as well as adding noise.

Table 16: Evaluation results of the English-German MT systems on the WMT task.

System ‘ newstest 2015 newstest 2017 newstest 2018
Transformer Base 29.1 274 41.1
Transformer Base, 3 GPU + Backtrans. 31.1 29.4 45.2
Transformer Big, 8 GPU + Backtrans. 31.8 30.3 45.7

Similarly to the English-German pair, the BLEU figure on the VL task is 21.5, that again due to
the domain mismatch is far from those figures achieved in WMT.
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4.3 Spanish-English

We will now describe the data used for the Spanish-English language pair. We have 3 distinct type
of corpora. The first consists in 6M pseudo in-domain data for OER. This is the data that was used
to train our previous phrase-based SMT systems. We also have a series of general domain corpora
(Common Crawl, EUbookshop, EU-TT2, EUTV and UN) [65] as well as a small in-domain corpora
from the poliMedia repository. Table [I7] shows statistics of each corpus.

Table 17: Statistics of the data sets used to train the Spanish-English MT systems.

Corpus Sentences(K) ~ Words(M)  Vocabulary(K)

Es En Es En
pseudo in-domain data 6005.7 144.1 133.4  820.7 756.2
Common Crawl 1845.3 43.5 40.8 1555.2 1371.5
EUbookshop 5215.5 136.8 121.0 2203.1 2052.7
EU-TT2 1039.9 23.0 21.2 223.7 202.6
EUTV 180.5 1.8 1.9 70.5 56.9
UN 11196.9 366.1 320.1 668.2  651.7
poliMedia 150.0 2.3 2.4 122.5 88.2

We present the results for two Spanish-English systems, a Transformer Base model, and a Trans-
former Big model trained with 3GPU. The first system was trained using the 6M pseudo in-domain
data. The second system has been trained using all the available data from the general-domain and
in-domain corpora, and using a 3 GPU machine.

The Spanish-English systems have also been evaluated using a set of standard test sets from the
news translation shared task of the WMT competition, as test sets are also available for this language
pair. In this case, we use newstest2012 as development set and newstest2013 as test set. Table [I§]
shows the results of the Spanish-English models.

Table 18: Evaluation results of the Spanish-English MT systems on the WMT task.

System ‘ dev BLEU test BLEU
Transformer Base 27.2 25.1
Transformer Big, 3GPU full dataset 34.7 32.3

The Transformer Base model obtains 27.2 BLEU in the dev set and 25.1 BLEU in the test set.
The Transformer Big model obtains 34.7 BLEU in the dev set and 32.3 BLEU in the test set, which
represents an improvement of 7.5 BLEU and 7.2 BLEU, respectively. When comparing this with the
results of Section 44l it is likely that the big improvement in BLEU is thanks mostly to the additional
data, and not to the change from Base to Big model. As a future work, more bilingual data can be
collected, as well as producing backtranslations.

In this language pair, the BLEU score on the VL task is 36.4 that is higher than that achieved in
the out-domain WMT task. This is clearly explained by the abundance of pseudo in-domain data for
OER in this language pair.

4.4 English-Spanish

The resources chosen to build the English-Spanish system are the same as those of the Spanish-English
MT system, as the language pair involved is the same. The details are shown in Table 7

We present the results for two Transformer Base models. As in the previous case, the first Trans-
former Base model is trained using a single GPU. The system was trained using the 6M pseudo
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in-domain data. The second system has been trained using all the available data from the general-
domain and in-domain corpora, and using a 3 GPU system. Table [[9 shows the results obtained by
the English-Spanish MT systems.

Table 19: Evaluation results of the English-Spanish MT systems on the WMT task.

System | dev BLEU test BLEU
Transformer Base 26.6 25.1
Transformer Base, 3 GPU full dataset 35.0 32.2

Following the trend of the Spanish-English systems of Section [4.3] the first Transformer Base ob-
tains 26.6 BLEU in the dev set and 25.1 BLEU in the test set, whereas the 3 GPU model obtains
35.0 and 32.2 BLEU, respectively. This represents an improvement of 8.4 and 7.0 BLEU, respec-
tively. Apart from the issues mentioned in the Spanish-English case, as future work, we will assess a
Transformer Big architecture for this language pair, so further improvements are straightforward.

As in the Spanish-English pair, the BLEU score on the VL task is significantly higher than that
achieved in the out-domain WMT task, 39.4 BLEU points.

4.5 French-English

The data used for training French-English systems is the WMT14 News Translation Shared Task
French-English data. This is a well-known dataset that is frequently used in order to compare results
in the literature, so it allows us to measure our progress compared with other research teams. This
dataset contains two medium sized corpora (europarl and commoncrawl) as well as two significantly
larger corpora, undoc, which is a collection of UN documents, and the Gigaword corpus, a collection
of news text data with more than 20M parallel sentence pairs. Table shows the statistics of the
WMT14 dataset.

Table 20: Statistics of the data sets used to train the French-English MT systems.

Corpus Sentences(K) ~ Words(M)  Vocabulary(K)

Fr En Fr En
Common Crawl 3244.2 76.7  70.7 2081.8 1918.2
Furoparl-v7 2007.7 525 50.3 417.8  311.9
GIGA 22520.4 672.2 575.8 6899.5 7029.5
News Commentary 183.8 4.7 40 1759 1464
UN 12886.8 354.2 316.5 2548.7 2079.8

We have trained 2 models for this language pair, a Transformer Base and a Transformer Big model
using 3 GPUs. All models had a maximum sequence length of 100 tokens.

Following the setup of the WMT14 competition, we have used newstest2013 as the dev set, and
newstest2014 as the test set. The results obtained by the French-English MT models are shown in
Table 211

Table 21: Evaluation results of the French-English MT systems on the WMT task.

System ‘ dev BLEU test BLEU
Transformer Base 33.1 36.8
Transformer Base, 3 GPU 33.0 36.8

In this case, both systems show similar performance, with 33.1 and 36.8 BLEU in the dev and test
sets. This result is different from other language pairs, where an increase in batch size also meant an
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improvement in translation quality. Further experiments using the Transformer Big configuration as
well as bigger batches could be a way of improving results. As already mentioned, a straightforward,
although computationally expensive way to improve results, is to generate synthetic backtranslations
for those language pairs that do not have them.

The BLEU score achieved on the VL task with 29.0 points is lower than that on the out-domain
WMT task. As happened in the German pairs, the limited access to in-domain training data harms
the performance of the system on the VL task.

4.6 English-French

The resources chosen to build the English-French system are the same as those of the French-English
MT system, as the language pair involved is the same. The details are shown in Table

We have trained a Transformer Base as well as a Transformer Big model, this one trained using
3 GPUs. The models were trained with a maximum sequence length of 75. In a similar way to the
French-English case, we used newstest2013 as dev set, and newstest2014 as test set. Table 2] shows
the results obtained by the English-French systems.

Table 22: Evaluation results of the English-French MT systems on the WMT task.

System | dev BLEU  test BLEU
Transformer Base 30.9 35.2
Transformer Big, 3 GPU 33.6 37.9

The Transformer Base obtains 30.9 BLEU in the dev set, and 35.2 BLEU in the test set, whereas
the Big model obtains 33.6 and 37.9 BLEU, respectively. This represents an increase of 2.7 BLEU in
both the dev and the test sets. As in the French-English case, the use of synthetic backtranslations
can be explored in order to improve these results. As in the French-German, the BLEU score achieved
of 26.2 on VL is lower than that on the WMT task.

4.7 Italian-English

For the Italian-English systems, we have collected a series of public datasets from a variety of do-
mains such as: medical (EMEA) and institutional documents (ECB, Europarl and JRC-Acquis), book
translations (EUbookshop) and Wikipedia [65]. The statistics of these datasets are shown in Table 23]

Table 23: Statistics of the data sets used to train the Italian-English MT systems.

Corpus Sentences(K) ~ Words(M)  Vocabulary(K)

It En It En
ECB 193.0 5.8 5.5 7.7 62.2
EMEA 1081.1 13.4 121 153.7  130.3
EUbookshop 6490.0 1474 144.6 2515.8 2332.6
Europarl-v7 19449  49.0 50.7 4923  380.1
JRC-Acquis 811.0 154 155 2484  217.6
Wikipedia 957.0 19.2 20.6 1520.1 1530.0

In this case, we have trained two Transformer Base models, one trained with 1 GPU and the other
with 3 GPU, with a maximum sequence length of 100.

The WMT competition has not been held for the Italian-English pair. As such, we must look
elsewhere to find reliable test sets. In this case, we have used the tests sets from IWSLT17 [66],
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another international MT competition. We used the provided dev and test sets for Italian-English.
Table 24] shows the results obtained by the Italian-English MT systems.

Table 24: Evaluation results of the Italian-English MT systems on the IWSLT task.

System ‘ dev BLEU test BLEU
Transformer Base 25.1 254
Transformer Base, 3 GPU 25.1 25.9

The Transformer Base achieves 25.1 BLEU in the dev set, and 25.4 BLEU in the test set, and
the 3-GPU version improves 0.5 BLEU in the test set. Although not very significant, we also observe
performance differences due to different batch sizes. As the amount of available data is lower in
this language pair when compared with others, we believe the use of additional data in the way of
backtranslations would be specially beneficial in this case. Additionally, bigger architectures have not
been assessed yet. Therefore, future work goes in this line to improve model performance.

4.8 English-Italian

The resources chosen to build the English-Italian system are the same as those of the Italian-English
MT system, as the language pair involved is the same. The details are shown in Table 231

Following the Italian-English setup, we train both, a Transformer Base with 1 GPU and with 3
GPUs. Table 28] shows the results obtained by the English-Italian MT systems.

Table 25: Evaluation results of the English-Italian MT systems on the IWSLT task.

System ‘ dev BLEU test BLEU
Transformer Base 21.4 21.4
Transformer Base, 3 GPU 23.7 23.3

The 1 GPU Transformer Base models obtains 21.4 BLEU in both the dev and the test set. The
3-GPU Transformer obtains an improvement of 2.3 and 1.9 BLEU, respectively. As the only difference
between these two models is the batch size, this results prove that the choice of batch size is critical
for Transformer models. As in the Italian-English system, significant improvements can be achieved
by increasing the amount of training data.

4.9 Slovenian-English

For the Slovenian-English system, we have collected a series of public datasets from a variety of domains
such as: talks (VL.NET, WIT and TEDx), institutional documents (DGT, DGT-TM and Europarl),
medical (EMEA), book translations (EUbookshop) and broadcast TV (EUTV and OpenSubtitles) [65].
The statistics of these datasets are shown in Table

As for the Italian pairs mentioned above, the WMT competition has not been held for the English-
Slovenian pair. So, as in the Italian pairs, we revert to the IWSLT dev /test sets released in the 2012,
2013 and 2014 editions as out-domain task. Parameter tuning was performed on the VL dev set. Asin
previous systems, a Transformer Base model with 1 GPU and maximum sequence length of 75 words
was trained.

Table shows the results obtained by the Slovenian-English MT system on IWSLT sets. As
observed, all BLEU figures are above 30. A notable exception is the VL test set that achieves 26.4
BLEU points. The explanation why this VL test set is specially difficult, it is because the reference
manual translations into Slovenian provided by professional translators were not so literal as in the
WMT/IWSLT test sets.
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Table 26: Statistics of the data sets used to train the Slovenian-English MT systems.

Corpus Sentences(K) ~ Words(M)  Vocabulary(K)

Sl En Sl En
VL.NET 17.1 0.4 0.4 33.3 15.1
WIT 17.0 0.2 0.3 324 16.7
TEDx 53.8 0.4 0.5 41.0 20.6
DGT 3099.3 50.7 55.8 422.0 308.3
DGT-TM 2496.7  40.6  44.7  381.0 274.7
Europarl 617.0 140 16.1 1444 66.1
EMEA 1033.2 133 13.1 95.5 60.0
EUbookshop 391.4 8.2 8.9 256.4 1829
EUTV 181.3 1.7 2.0 62.1 29.1
OpenSubtitles 19636.1 127.6 167.9 1011.1 574.5
Total 27528.6 256.9 309.4 1497.6 970.0

Table 27: Evaluation results of the Slovenian-English MT system on the IWSLT task.
‘ dev2012 tst2012 test2013  tst2014
Transformer Base ‘ 32.1 314 34.3 32.1

4.10 English-Slovenian

The English-Slovenian system is trained and evaluated on the same data sets as its counterpart
Slovenian-English and the same MT architecture: Transformer Base model trained on 1 GPU and
maximum sequence length of 75 words.

Table 28 shows the results obtained by the English-Slovenian MT system on VL and IWSLT sets.
As observed, BLEU scores are similar across corpora in most cases although lower than Slovenian-
English. This is explained by the complexity of translating into Slovenian.

Table 28: Evaluation results of the English-Slovenian MT system on the WMT task.

IWSLT
dev2012 tst2012 test2013  tst2014
Transformer Base ‘ 27.8 25.8 29.4 27.8

As in the Slovenian-English pair, the BLEU score achieved 22.9 is lower than that of the IWSLT
tasks.

4.11 German-French

For the German-French system, we have used the dataset available for the WMT19 German-French
news translation task: commoncrawl, europarl, news-commentary and paracrawl. The statistics of
these datasets are shown in Table

We extracted 1M sentence pairs from the paracrawl corpus using Cross-Entropy filtering. We also
used 10M backtranslations produced with the French-German Transformer Base system. Using this
data, we have trained two systems, a Transformer Base model that was trained only with the original
data, and a Transformer Big model, trained with the additional filtered data and backtranslation.

We have used the provided WMT19 evaluation sets for this task. We split the dev set provided
(from EU elections) into two sets, devl and dev2, using the former as dev set, and the later as internal
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Table 29: Statistics of the WMT German-French dataset.

Corpus Sentences(K)  Words(M)  Vocabulary(K)

De Fr De Fr
Common Crawl 622.3 12.2 14.0 9322 676.8
Europarl-v7 1726.4 41.0 46.0 616.7 388.6
News Commentary v14 263.2 5.9 6.7 281.8  207.5
ParaCrawl v3 7222.6 99.7 110.7 4022.4 3083.1

test set. We also report results with the competition’s official test set, newstest2019. The results of
these systems are shown in Table

Table 30: Evaluation results of the German-French MT systems on the WMT task.

System ‘ dev2 newstest2019
Transformer Base 31.1 32.1
Transformer Big, 4 GPU + Backtrans. | 33.3 34.4

The Transformer Base obtains 31.1 BLEU on dev2, and 32.1 BLEU in newstest2019. The Trans-
former Big improves these results by 2.2 and 2.3 BLEU, respectively. This improvement is achieved
thanks to the use of the Transformer Big architecture as well as additional synthetic data.

The BLEU score on the VL task was 18.6, that is among the lowest BLEU scores in the VL
task. We believe this is explained by the fact that the German and French sentences are not direct
translations of each other, but translations from a common source in English.

4.12 French-German

The resources chosen to build the French-German system are the same as those of the German-French
MT system, as the language pair involved is the same. The details are shown in Table

Following the same setup as in the German-French, we have trained both, a Transformer Base
and a Transformer Big system, with the later system using the paracrawl filtered data as well as
18M backtranslations produced by the German-French Transformer Base model. The results of these
systems, evaluated on the WMT19 sets, are shown in Table 311

Table 31: Evaluation results of the French-German MT systems on the WMT task.

System ‘ dev2 newstest2019
Transformer Base 22.8 25.7
Transformer Big, 4 GPU + Backtrans. | 24.9 26.9

The Transformer Base model obtains 22.8 BLEU in the dev2 set, and 25.7 BLEU in newstest2019.
The Transformer Big obtains improvements of 2.1 and 1.2 BLEU, respectively. Even though the
German-French and French-German datasets are the same, these results show how translating into
German is a more difficult task.

Similarly to the German-French pair, the BLEU score is 17.2 on the VL task, as mentioned before
we believe that the main reason for these results is the procedure followed to artificially generate
French-German parallel sentence pairs from English.
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4.13 Portuguese-Spanish

We have developed NMT systems for Portuguese-Spanish using the data setup of the WMT19 Similar
Language Translation Task. We split the provided development data into two sets, and used one as
dev set and the other as test set. The corpora available for this task is shown in Table We found
out that there is a significant domain mismatch between the available training data and the test data.
Where as the former mostly consists in institutional recordings and documents, the later is an specific
website translation task.

Table 32: Statistics of the data sets used to train the Portuguese-Spanish MT systems.

Corpus Sent.(K) Words(M) Vocab.(K)
Es Pt Es Pt
JCR Acquis 1650 42 40 264 264
Europarl v9 1812 53 52 177 156
News Commentary v14 48 1 1 49 47
Wiki Titles v1 621 1 1 292 295

Due to the aforementioned domain mismatch, we focused our efforts in using domain adaptation
techniques, as we hypothesized that this could provide greater improvements than other techniques
such as backtranslations or higher model capacity. In order to carry out domain adaptation, we
used the fine-tuning schema, where we trained an initial model with a large out-domain data until
convergence, and then we continue training this model on a small in-domain corpus. We simply
selected a small subset of the dev set as in-domain training data. We tested this technique with a
Transformer Base model trained with 4 GPU. The results are shown in Table 33l

Table 33: Evaluation results of the Portuguese-Spanish MT systems.

BLEU
System test test-hidden
Transformer Base, 4GPU | 57.4 51.9
+ fine-tuned ‘ 72.4 66.6

The baseline Transformer obtains 57.4 BLEU in the test set and 51.9 BLEU in the competition’
test set. The fine-tuned version obtains substantial improvements over the baseline, with an increase
of 15.0 and 14.7 BLEU, respectively. This confirms our initial hypothesis about domain mismatch.
This fine-tuned model was submitted to the competition, and it outperformed all other participants
by a significant margin, with an improvement of 6.7 BLEU over the second-best system. It was not
possible to carry out a comparison with Google because the reference translations for the competition’s
test set have not been published.

4.14 Spanish-Portuguese

For the Spanish-Portuguese system, we also followed the setup of the WMT19 Similar Language task,
summarized in Table In the same way as the Portuguese-Spanish case, we trained a 4 GPU
Transformer Base model, and used the fine-tuning technique in order to carry out domain-adaptation.
The results are shown in Table 341

Following the trend of the Portuguese-Spanish system, the fine-tuning version obtains significant
improvements over the Transformer baseline. In this case, the fine-tuned version obtains an improve-
ment of 19.4 BLEU in the test set, and a 19.2 BLEU in the competition’s test set. The fine-tuned
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Table 34: Evaluation results of the Spanish-Portuguese MT systems.

BLEU
System ‘ test test-hidden
Transformer | 51.3 45.5
+ fine-tuned | 70.7 64.7

model outperformed all other submissions to the Spanish-Portuguese task, with an improvement of
2.6 BLEU over the second-best system.

4.15 Comparative results with Google Translate

In this section, we report comparative results between the best X5gon systems in each language pair
and Google Translate, the main reference online translation service that is publicly available. To this
end, the VL and WMT/IWSLT test sets previously described were automatically translated using
Google Translate and BLEU scores were computed on the translations returned. In case there were
several WMT /TIWSLT test sets available, that with the highest BLEU score is reported.

Table B8] shows the BLEU scores described above. As observed, Google Translate achieves slightly
better or similar results in most pairs involving languages in which public data resources are abundant
on the Internet. However, BLEU scores were lower in Slovenian for which limited data resources
exist and the stopping training criteria was based on an in-domain dev set. It is also worth noting
the significant better results in the Portuguese pairs in which fine-tuning was performed using an
in-domain training and dev sets.

Table 35: Comparative results between X5gon and Google Translate.
De-En En-De Es-En En-Es Fr-En En-Fr
| VL WMT | VL WMT| VL WMT | VL WMT| VL WMT | VL WMT

Xbgon |27.0 48.0 | 21.5 45.7 |36.4 323 | 394 322 |29.0 36.8 |26.2 379
Google | 25.7 43.9 |24.7 47.0 |37.8 34.4 |41.3 35.3 |30.3 38.6 |29.4 40.4
It-En En-It Sl-En En-S1 De-Fr Fr-De Pt-Es Es-Pt

| IWSLT [ IWSLT | VL IWSLT | VL IWSLT | VL WMT | VL WMT | WMT | WMT
25.9 ‘ 23.3 ‘26.4 34.3 ‘22.9 29.4 ‘18.6 34.4 ‘17.2 26.9 ‘ 72.4 ‘ 70.7

Xbgon

Google | 35.7 32.1 | 15.0 29.2 |16.5 23.6 [19.6 32.2 |18.6 26.6 | 47.6 43.4

4.16 Conclusions and future work

We have presented the performance of the MT systems in a series of language pairs on in-domain
(VL) and out-domain (WMT /IWSLT) test sets. As observed in Figure[1(b)] Portuguese, German and
French systems tuned and evaluated on out-domain data exhibit BLEU scores above 35 that can be
considered fairly accurate MT systems to be deployed in a production real-world environment. Just
below 35 BLEU points, we have the Spanish language pairs, Slovene-English and German-French as-
sessed on out-domain test sets, that would require little effort to achieve accurate enough performance
applying some of the advanced techniques studied in the German pairs. Below 30 BLEU points, we
find most in-domain evaluations on Videolectures. NET in which we will apply a bigger batch size
and/or in-domain fine-tuning to fill the domain-mismatch BLEU gap, as we did for Portuguese. In
the specific case of the Italian pairs, in addition to what mentioned above, we will need to increase
the volume of training data to boost BLEU scores.
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